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Traditional Methods

o Traditional Numerical Methods:
o Value-based lteration
o Policy-based Iteration
@ Optimizations of Traditional Methods:

e Endogenous Grid Method
o Perturbation Method
o High-Performance Computing

o Existing Problem:

o The Curse of Dimensionality
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Why use Al Method?

o Artificial intelligence (Al) has remarkable applications (recognition of images and speech,
facilitation of computer vision, operation of self-driving cars)

o Al is good at dealing with optimization problems (most HAM models are also dealing with it)

@ There is the possibility of isomorphism between them.
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Introduction

There are mainly three applications:
@ Solving discrete-time models (Methodology)
e Utilizing deep learning combined with a large amount of simulated data for iterative work
o Reference:
o HAM - Maliar et al. (JME, 2021)
@ OLG - Azinovic et al. (IER, 2022)
@ Discrete choices - Maliar and Maliar (2022, JEDC)
@ Solving continuous-time models (Mathematics)
e HAM-DP to MFG-sys, and solving the BFSDEs.
o BFSDEs = HJB + KF(KP)
@ Mean Field Games (2006, Jean-Michel Lasry and Pierre-Louis Lions; Huang-Malhame-Caines)
@ Income and Wealth Distribution in Macroeconomics: A Continuous-Time Approach (2020, RES, Yves Achdou,
Jiequn Han, Jean-Michel Lasry, Pierre-Louis-Lions, Benjamin Moll)
o Reference:

@ DeepBSDE - HAN et al. (PNAS, 2018) to DeepHAM
@ Jesus Fernandez-Villaverde
@ Jonathan Payne: ME, DeepSAM

o Performing estimation or calibration
o Calibration, Estimation.
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Introduction

@ Al is a device that:
o has a goal
@ preceives its environment
o takes actions and achieve its goal (in general)
o This looks exactly like an economic agent!
o goal = max (utility)
e environment = state variables
e action = controls/policies
o Main contents:
o A class of dynamic Markov economic models with time-invariant decision functions
e Maximize Utility; Minimize Euler/Bellman residual
o Take a toy model and Krusell Smith as example
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Theory Part
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Base settings

@ An basic HAM Model - Settings

An exogenous shock m;4 1, follows a Markov process and by an i.i.d process €; with a transition
function M:

miy1 = M(mt, Et)

An endogenous state s 1 is driven by the shock m; and policy function x; with a transition function S

St41 = S(mz» Sty Xty mt+1)

The policy function satisfies the constraint(X), in the form

Xt € X(mn St)

The state and the policy determine the period utility r(m, s¢, x;). And the agent maximizes
discounted lifetime utility

max EO[Z Br(me, s, xt)]

Ixtse13 20 =0

B € [0,1) is the discount factor and Ej is an expectation function across future shocks conditional
on the initial state.
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The goal - decision rules

o i) Definition
e An optimal decision rule is a policy function ) : R™ x R" — R" such that
xe = P(my, se) € X(my, st)
o for all t and the sequence {sty1,Xt}ie(
o Maximizes the life time utility for any initial condition
o 2) Extensiveness

o A parametric decision rule is a member of a family of functions % (-; 6)
e 0 is a real parameter vector which condition by 6 € ©
o A different 6 means a different decision rule
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Method 1 - Maximize lifetime utility

@ Value function

T
V(mo,SO) = max E{el,...,er} [Z Btr(mtv St,Xt)]
0

{xt,st4+13}§°

o Maixmize lifetime utility

o Replaceing the infinite-horizon problem with a finite-horizon problem T < oo
e Simulate time series solution forward under a fixed decision rule 1) (-; 8) and a future shocks
(€1, €2, ..., €7) , then evaluate the lifetime reward:

.
VI(mo, 50;0) = Eqe,,....ery[D_ Br(me, se, (me, 513 0)))
0

o Different initial points (mg, sp) may have different solution
e Then randomly drawn (mq, sp) from the range, so the maximization objective:

,
E(0) = E(mg.s9) {Eferrrert D Br(me, se, v (me, se;0))]}
0

e The goal is to search a decision rule ¢ (-; 0) that solves maxgco Z(0).
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Method 2 - Minimize Euler-residual

o Euler equation
o Euler equations are a set of equations written in the form:
Ec[fi(m,s,x,m', s, X)]=0,j=1,..,J
o With transition functions ' = S(m, s, x, m’); m’ = M(m, ¢); x € X(m, s)
o If there is a decision rule ) (-; ) which makes Euler residual = 0, then the model is considered solved
o Euler-residual

o Select a decision rule 9 (+; 0) and define a distribution of state variable (m, s), calaulate the expected
squared residuals in the Euler equations:

J
E(0) = Emo)[D_ vi(Eclfi(m, s, 0(m, 5,0), m', s, p(m’,s';0))])]

=1

o where v; is a vector of weights on J optimality conditions
e The goal is to construct a decision rule ¥ (+; 0) that solves mingce Z(0).
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Method 3 - Minimize Bellman-residual

@ Bellman equation
V(m, s) = max{r(m, s, x) + BE.[V(m',¢)]}
x,s’
o If there is a decision rule 1 (-;0) which makes the left and right sides of Bellman equation be
equal, then the model is considered solved.
o Bellman-residual

e Same in Euler-residual:
2(0) = E(mﬁs)[V(m,s) - ma,x{r(m, s, x) + ﬁEE[V(m', s’)]}]2
X,
o How to deal with the inside max, o (-)?
o Three approaches

P

@ FOC: ry(m, s, x) + B{Ec[Vy (m’, s/)]}da% =0

@ Envelope condition: Vs(m,s) = rs(m, s, x)

@ Direct optimization: max, o {r(m, s, x) + BEe V(m’, s}

o Use FOC method. Why? (Easy to construct and solve)
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@ Bellman-residual - with FOC to solve inside max

o Parametrize a value functionV/(-; 61) and decision rule 1 (-; 02) and define a distribution of state
variable (s, m).
o For given 6 = (61, 02), the squared residuals in the Bellman equations are given by:

E(0) = E(m,5 {V(m, s01) — r(m, s,x) — BE[V(m',s'; 01)]} "+

s {((m, 5,20 + BLELIVy (o 10001} o))

e where v > 0 is a vector of exogenous relative weights of equations in the two objectives.
e The goal is to construct a decision rule v (-; @) that solves mingceo Z(0).
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All in once (AlO)

o Why all in once?

e More i.i.d randoms, the faster state spaces increase.

o For example, in maximize lifetime utility
@ random sequence of future shocks¥ = (€1, €2, ..., €7)
@ random initial state (mg, sp)
© There is a two nested expectation:E(, ) [Ex:[]]
@ Which also in Euler and Bellman methods.

o Approximating them, one after the other, is costly, especially in high dimensional

applications.((mo, so) X (€1, €2, ..., €7))

@ What can AlO do?

e To reduce the cost of nested integration, introduce AlO expectation operator that combines the two
expectation operators into one.

o Directly use one times draw (mo, so, €1, €2, ..., €7) instead of (mg,sp) X (€1, €2, ..., €T)

o Which only need n draws intead of n x n’
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Method 1-3 with AIO

o Maximize lifetime utility:
randonly draw (mo, so, €1, €2, ..., €T)

-
E(0) = Eu[§(w; 0)] = E(mo,so,el,.“,eT) [Z Btr(mta st, Y (me, 55 0))]
0

@ Minimize Euler-residual:
randonly draw (m, s, e1,€2) and use Ec, [f{e1)]Ee, [f€2)] = E(c; cp)[fle1)fle2)]

J
E(e) = Ew [5(0.); 9)] = E(m,s,el,eg){z VJ[f,-/(mv S, X, mlv 5/7%)‘6151][6'("77 S, X, mlv 5/7%)‘6152]}

j=1
@ Minimize Bellman-residual:
randonly draw (m, s, e1,€2) and use Ec, [f{e1)]Ee, [fe2)] = E(c; cp)[fle1)fle2)]
E(0) = E(m,s,e1,e2){[V(m, 5:01) — r(m, 5, %) = BV(m', 65 01) |e=e1 ] X

[V(m,s;01) — r(m, s, x) — ﬁV(m/,s/;01)|€:EQ]

os’ os’

+vr(m, s,x) + BVy (m',s';01)|e=c, a] X [rx(m, s,x) + BV (m',8';01)|e=e, I

I}

Lilia Maliar, Serguei Maliar, Pablo Winant Deep learning for solving dynamic economic models 20246 B 48 14 /44



Theory

Neural Network

o Advantages
o Linearly scalable, the number of parameters grows linearly with dimensionality.
o Robust to multicollinearity and can automatically perform model reduction.
o Well suited for fitting highly nonlinear environments including kinks, discontinuities, discrete choices,

and switching.

2= 0% + 0T+ 0572+ 05z

A= al? = n(=l?)

02
: 2= 6 + 6005 + 6 o) + 6l
o Qe = 528

@
010

Input Layer Hidden Layer Output Layer

: A neural network with one hidden layer.
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Data generation

@ Stochastic simulation methods solve the model only in the area of the state space in which

"

the solution " lives”

@ Using this method in data generation makes most of the data "good".
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Application Part
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A toy model

o Agent solves

max EO[Z Bu(ct)]
t=0

{et,wer1}°
s.t. Wiyl = r(Wtfct) -+ et
e < wy

o where ct, we, y+ and ki = wy — ¢ are consumption, cash-on-hand, labor productivity, interest
rate, wage and next- period capital. Given (yo, wo)

@ The individual productivity evolves as
Yer1 = pye + o€t €¢ ~ N(0, 1)

@ Replication: https://github.com/cdjnzpy/JME_MM_TM
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Application

Krusell Smith model

@ The economy consists of a set of heterogeneous agents i = 1, .., £ that are identical in
fundamentals but differ in productivity and capital.

o Each agent i solves

max  Eo[)_ Bfu(cy)]
etk 136 ;

St Wiy = R (W, — ) + Weyr i1
¢ < W
o where c}, wi, yi, Re, W and ki = w} — ¢} are consumption, cash-on-hand, labor productivity,
interest rate, wage and next- period capital. Given (y;, w;)

o The individual productivity evolves as

y’;_H = Py}/-r + ayei with ei ~ N(0,1)
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Application

@ The production side of the economy is described by a Cobb-Douglas production function
F(K) = zek& 11—
e whith a € (0,1), z: is an aggregate productivity shock, initial zg is given
zey1 = pze + o€r with € ~ N(0,1)

@ The equilibrium prices are (with /; = 1):

!
Re=1-6+ ztak?‘_l[z exp(y})]

i=1

I
We = 21— ke[S exply))]

i=1
o where k; = Z§:1(ki) is aggregate capital, and § is depreciation rate.

o Utility function:
=7 -1

we) = G
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Application

State and Data Generation

@ State space
o Different from a single agent optimization, KS model involves the changes of aggregate. So it need to
solve every agents in economy.
o Agent i state: Vl/r,}/t
o Agg states: distribution({y}, w,}2_,), Agg shock(z:).
o In total, the input dimension of Neural Network is 2¢ + 3 which s} = {{y, m/;}le,zt,}/;, wi}.
o Data generation (Stochastic simulation methods)
o After training, we can get ({y}, w}*_,) and (z) of economy.
e Draw next shocks from random space(e¢41)
o Using the transition equation (W = W) and shocks (e4+1), update the agent states w;41 and shocks

St+15 Zt+1- . .
o Use the new data({y;,,, m/t+1},.l:1,z,+1) as the sample for the next training.
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Neural Network(NN)

@ Construct three NNs

o Consumption to wealth ratio:

(‘J i i
j =0 (Co + 1(Ye, Wy, Dty 250)) = (- 0)

t

e Unit-free Lagrange multiplier:
hy, = exp(Co + n(¥s W}, De, 2650)) = h(-50)

e Value function ' o
Vi = Co + 1Yy, Wi, D, 265 0) = V(-5 0)

o where 1(+) is NN, (o is adjustment coefficient, D = {y}, wj}¢_, is distribution, o(x) is
Sigmod function, 6 = {{o, v}.

o Different NNs will be combined and applied to different solution methods(1-3).
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Method 1 - Maximize lifetime utility

@ Loss function (Maxinize = Minimize(-Loss))
-
2(0) = Eulé(w; 0)] = E(vy,wo,z0,5,0) [ Bulcr)]
0

@ Use the NN of %f = (- 0)
t
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Application

&% Maximiza LifeTime Utility

1: Initialize neural network parameters 61 randomly
2: Draw inital economy with {y}, wi}? |, z1
3: for k=1 to Epochs do

4: fort=1to T do
5: ¥(560k) — {ci}i=, and {ké+1 =w,—c}i,
6: Draw:S = {of}; = {yi 1}, and 0 = 0L — 211
7: Upload — Rk+1, Wk+1
8: Upload: {yi+17“’;+1}f:172f+1
9: end for
0. Vg 3 0 [ming[— 3 Bu(c))]]
11: Ok+1 < Oy — learning_rate X Vg
12: if [|0kr1 — Ok|| < tol then
13: Quit Training Epochs
14: end if
15: end for
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Method 1 - Results

Losses . Consumption rule Wealth simulation
' 20
0
1.5
0 15
0 1.0 10
0
0.5 5
0
0.0 0
100 10" 107 10° 2 4 6 0 50 100 150 200

[E]: Lifetime utility in Krusell and Smith (1998) model.
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Method 2 - Minimize Euler-residual

o Euler Equation: ) .
u'(c) = BRep1Ec[u' (cpyq)]
@ Minbimize Euler-residual
min{BRe1 Ee[v/ (cty1)] — v/ (c))}
LS
o Fischer-Burmeister (FB) function:

o The solution to Euler Eq. can be characterized by Kuhn-Tucker conditions
e X>0,Y>0and XY=0
o Rewrite Kuhn Tucker conditions that as the FB function

TE(xy) = x+y— V2 + 2
o here the Kuhn-Tucker conditions are w} — ci > 0 and |u/(c) — BRet1E[t/ ()] > 0. Thus:
c i
=1—-1t;y=1-—h
X Wi y t
,HR£+1E[UI(CL+1)]

o with b} = e
7 (G
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Application

@ Loss function (Minimize)

i
3

=1 — h))?
Wi t)]

E(0) = Eu[6(w; 0)] = E(v, Wyz,51,50,e1,e0) LT (L —

BRty1 U/(C';+1)|E:E2’E:62
u'(cp)

BRt+1 ul(ci+1)‘2:21,e:el
v (c)

o where vis weight and ¥(-) is FB function

— hl — hJ}

@ Use the NN of %f = (- 0)
t
o Use the NN of hi = h(-;0)
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Application

&£ Minimize Euler-residual

. Initialize neural network parameters 9;", 0’1’ randomly
2: Draw inital economy with {y}, w}}£
3: for k=1 to Epochs do

=1 %

4: if k%2 == 0 then > Training epoch
5: ( Ok) — {C’} 1 and {kkJrl}

6: ( ,Ok) — {hk =1 )

7 Draw:¥1, Y9 — [{y’k+1}f:1h, [{ylk+1},€:1]2 and 01,02 — le<+1’zi+1

8: Upload — R%, W2,

o: E(w; 0) = fi(c, h) + vfg(c, h, R) > Part of Loss and used params
10: Vo « 137 [ming &(w; 0)]

11: Glﬁq — 911) h — learning__rate X Vg

12: else > Simulation epoch
13: Get: {ci}y, {ki 13,

14: Draw:X = {of}¢_, H{y’t_H} ~,and 0 =0} — zt11

15: Upload — Ricy1, Wit {Yip 1 k+1},_172k+1

16: end if

17: if ||0k+1 — ekH < tol then

18: Quit Training Epochs

19: end if

20: end for
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Method 2 - Results

1072

104

1078

1078

Lilia Maliar, Serguei Maliar, Pablo Winant

Log losses 2.0 Consumption rule - Wealth simulation
1.5 15
1.0 10
0.5 5
0.0 0

10° 10°

50 100 150 200

[E]: Euler-equation method in Krusell and Smith (1998) model.
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Application

Method 3 - Minimize Bellman-residual

@ Loss function:
E(G) = E(m,s,el,eg){[v(mv S; 91) - r(m, S, X) - Bv(mlvsl; 91)|€:€1]X

[V(m9 S; 91) - r(m, S, X) - 5V(ml75/;91)|€:52]

os o8
+v[rx(m, S, X) + ﬁvs/ (mlv S/; 91)|€:€1 a] X [rx(mv S, X) + ﬁvs/ (m/7 5/7 91)‘6152 a]}
e Focus on FOC Part:
e We have FOC: )
i i i i OWep1
u (Ct) + /B{EE[VWI;+1 (Wt+11yt+17zt+1)]} aci =0
j j i A oWl
e Ins.t. ‘"/r+1 =Rep1(W, —¢) + Wt+1e)/f+1, we have —d = Riya
e Thus: ’
Lossroc = [ul(c’;) — BVM,,;+1(si+1)Rt+1]£ - El[ul(ci) — ﬁVWi+1 (s"Hrl)RtJrl]E — e =0
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Application

Method 3 - Minimize Bellman-residual

e With K-T conditions:
ew,—c >0 _
o [U(c) — 5V,,,,:;+1 (sty1)Re41] > 0
o (W,—c¢) X Loss;poc = O
e With FB func_tion:
° le—%;yzl—hi

BRep1Ee Vg 1 (e41)]

o with h = e
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Application

Method 3 - Minimize Bellman-residual

o Loss function (Minimize)

2(0) = Eul€(w; 0] = E(v,wh,z0,51,50,e1,e0) LV(SH 0) — u(ct) = BV(St4130) | 2=5, e=c, ]

X[V(s%56) = ulc) = Vst 130) mmg cmea] + VIT(L = 51— K2
t

AV(sh, :0) aV(si, 1;0)
ﬂRt+1 8\/\?—1 |Z:21,5:61 BRt+l%|E:Eg,e:eg
+Vhl o — h] x [ 4 — hi}
u'(cl) u'(c)

@ where v, v, are weight for different part.
@ Use the NN of %f = (- 0)
t

o Use the NN of hi = h(-;6)
@ Use the NN of V(sl) = V(;0)
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Application

BE Minimize Bellman-residual

1: Initialize neural network parameters 9;", 9’1’, GY randomly

2: Draw inital economy with {y}, wi}{ |,z

3: for k =1 to Epochs do

4: if k%2 == 0 then > Training epoch

5: Get: {C//;}lev{kﬂﬂf:lv (Y,

6 V(5 0k) = {Vitiz

7 Draw:%1, %2 = [{¥j 1 Hoi 1, Vi Yoy l2 and 01,02 = 23, 77

8: Upload — R,l(fl, W,l(fl

9: EB(w;0) = A (V, ) + via(c, h) > Bellman-residual
10: EF(w;0) = vz (V, c,w, h, R) > FOC-residual
11 Vel 1528 [ming £8F(w; 0)]

12: 9/‘(/+1 — 9,‘(/7 learning__rate x Vg > Upload NN V
13: 00" « 0" — learning_rate x V§ > Upload NN 1, h
14: else > Simulation epoch
15: Same as Euler, upload — Ry 1, Wit1, {y’,'(Jr17 m/,'(+1}f:1,zk+1

16: end if

17: if [|0k+1 — Ok|| < tol then

18: Quit Training Epochs

19: end if

20: end for
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Method 3 - Results

Log losses Value function

Consumption rule

Wealth simulation

-5

15

10

[E]: Bellman-equation method in Krusell and Smith (1998) model.
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Application

Deep Learning Method - Results

o The output is consistent with the numerical solution

@ Much faster than numerical method

¢ std(y) corr(y, c) Gini(k) Bottom 40% Top 20% Top 1% Time, sec. R?
1 1.69 0.862 - - - - 522 0.9837
5 1.69 0.681 0.403 0.143 0.446 0.034 678 0.9910
10 1.64 0.671 0.443 0.115 0.469 0.037 805 0.9934
50 1.64 0.681 0.447 0.113 0.473 0.036 1721 0.9898
100 1.66 0.708 0.430 0.123 0.460 0.036 3297 0.9936
500 1.63 0.699 0.438 0.119 0.467 0.037 21,823 0.9965
1000  1.66 0.707 0.430 0.118 0.465 0.037 43,241 0.9977
[E]: Selected statistics for Krusell and Smith (1998) model.
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Application

I
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Application

Future Work
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Some Frictions

@ Only Euler method is best at training.

@ On all range:

Log losses Value rule Consumption rule

50000 100000 150000 200000 250000 300000

[E: Fullly Training for Bellman Method.
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More General Deep Learning Method

o Bellman Equation
V(m,s) = max{r(m,s,x) + BE[V(m',$)]}

X, s’

@ Min & Max Problem:

Loss = min{V(m, s) — max{r(m, s,x) + BEc[V(m',s')]}}

@ GAN like NNs:
o In Generative NN, Fixed Value NN, and train Policy NN to:

max{r(m, s, x) + BE[V(m,s)]}
X, s
o In Adversarial NN, Fixed Policy NN, and train Value NN to:
min{V(m, s) — {m,s,x) — BE[V(m',¢)]}
X, s

@ More RL like:

o Prarllel Training and Sampling
e Sampling = Simulation
e Env. more like a RL env. (state, action, reward)
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o How General?
e On methodology:
o No need for Euler Eq
e Only Bellman eq needed
o More stable
o On models:
e HAM continous choices (Infty, OLG)
o HAM discrete choices (Infty, OLG)
e On trainings:
o Flexible Initialization
o Wider Range
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Some Results

o The JME MM problem:

Multidimensional Consumption-Savings (decision rule)

2.0
1.5
Y 1.0
= Productivity: 1
mes Productivity: 2
0.5 J — Product!v!ty: 3
= Productivity: 4
me Productivity: 5
= Productivity: 6
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@ Labor choices Model:

Multidimensional Consumption-Savings (decision rule)
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o Labor choices Model (Discrete)

Multidimensional Consumption-Savings (decision rule)
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@ Small OLG:
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